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1. Introduction

At the last TSG RAN#11 plenary meeting, it was agreed that the WI “Terminal Power Saving Features” would be replaced by the WI “The Gated DPCCH Transmission”. Due to lack of study in WG2, the WI was postponed to be presented for endorsement at RAN#12 and to be approved at RAN#13 [1]. It was proposed and approved that WG1, WG2 and WG3 would have a joint meeting during the next WG1/WG2/WG3 meeting at Pusan in Korea in order to finalise the WI in WG1, WG2 and WG3 and to initialise study on the WI in WG4 [1].

At the previous RAN2#19 meeting, there was a short discussion on Gating compared to using CELL_FACH, where it was decided to send a LS  to RAN3 for clarification [2].

In this contribution, to help the discussion on gating in RAN3, the original motivation of Gating is presented and some verification is given for clarification. 

2. The motivation of Gated DPCCH transmission

The following subsections refer to [3], [4] and [5] for the motivation of gating discussed in WG1. 

2.1 Packet model [3],[4]

The figure 1 shows the structure of the packet session, where:

Tp
  = average duration of one packet call. 

Tcr_dch
  = connection release time for DCH only case. 

Tcr_dsch 
  = connection release time for DSCH+DCH case. 

One interesting point here is that Tcr_dsch can be quite large, larger than Tcr_dch, which means that it can be so long the connection does not have to be released between each packet call. This is because DCH associated with DSCH could use quite high spreading factor, e.g. SF=256. 
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Figure 1. Packet model

Figure 2 shows the timing model, how the gating is assumed to be turned on in the battery calculations. Here Tgat_on is the time after the last packet when the gating is turned on . Note that Tgat_on should be larger than the time interval between individual packet bursts within Tp.
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Figure 2. Timing for turning the gating on.

2.2. Some other clarifications[4]
Since there has been some misunderstandings and questions, commented in the reflector, that have we been trying to compare the UE battery consumption between DCH case and DSCH+DCH case, we would like to clarify that issue here. So, no, we have not tried to compare the UE battery consumption between DCH case and DSCH +DCH case. We have only calculated separately for each case that how much UE battery life is improved, if the DPCCH gating feature would be in use. 

Thus these calculations should be seen as a case study. We should think about case by case, that in which kind of case what kind of features are sensible. Downlink capacity optimization always comes first, and only if it comes pretty much for free (=no capacity degradance), then we can allow UE battery savings. 

We have had following thinking. Let's make a comparison

- DCH with SF=32 (64 kbit/s in downlink). The sensible connection release time is about 3 seconds. Note it is not specified what kind of connection release times the operator is allowed to use, we are just using an example what might be sensible.

- DCH + DSCH case, where DCH is at SF=256. We have been saying that here we could use 10 second connection release time. So it is about 3 times longer connection release time than with DCH only case. So it would be approximately same as reserving SF=256 with 3 multicodes for 3 seconds which is clearly reserving less capacity than reserving SF=32 for 3 seconds. So clearly, it should be no problem of using somewhat longer connection release times in DCH+DSCH case.

If it does not harm the downlink capacity, if the connection release time is quite long with DSCH+DCH case, of course network operators want to use the long connection release time. There is no restriction of not using it. So, here we come to the question, that if the downlink capacity is not dramatically lost by allowing UEs also to save their batteries at the same time, why not allow them to do that.  And what also comes pretty much as a free benefit (=no extra capacity degradance), with this longer connection release time, is that we can avoid using RACH in between, thus we get a fast packet transmission system. 

2.3 Conclusion[4] 

With the help of DCH+DSCH concept, several packet calls in one packet session can be transmitted during the same connection without connection release between them and without unnecessary usage of RACH between every packet call. With the help of DPCCH gating concept together with DCH+DSCH concept, we can offer the end user a very flexible and fast packet service in such way, that we do not sacrify the UE battery life too much.

If DPCCH gating would not be specified, the relative long periods (=end user's reading time) between each packet call, will consume UE batteries unnecessarily, which does not make much sense. However, it should be understood, that if operator wants to use long connection release times, he is allowed to do that, since there are no limitations anyway in the specifications, how long the connection release time can be.

We propose DPCCH gating to be an optional feature for the UE. (Of course it will be optional for the NodeB.) There is no reason why it should be mandatory feature for the UE. We should just define the method for the specification. And then it is up to the UE manufacturers, are they interested to save their batteries during DSCH+DCH connection or not. 

So then this would mean that there would be an additional UE capability parameter: Support of DPCCH gating. And we could define, that

· for those UE classes where Support of PDSCH=YES, then Support of DPCCH gating=YES/NO

· for those UE classes where Support of PDSCH=NO then Support of DPCCH gating = NO
Note: we should not discuss in this adhoc, that for which UE classes we define Support of PDSCH=YES. That issue should be discussed in a separate adhoc.

3. The signalling support for Gated DPCCH transmission and delay aspect

At the previous RAN3#19 meeting, the TR25.938 was approved as version 2.0.0 and agreed that it would be presented at the RAN plenary for approval as version 4.0.0. Since the approval of WI was postponed, the TR25.938 could not be updated as version 4.0.0. However, RAN3 agreed in the TR25.938 that NBAP and RNSAP signalling should support gating operation [6]. 

In this section, clarification is described on the delay aspect of signalling support for gating which RAN2 has sent LS to ask about.

3.1. Discussion on the signalling support for gating.
In this subsection, we consider only the case that SRNC is the same as CRNC for the simplicity. For the case that SRNC is not the same as CRNC and Iur interface is used, the comparison can be done as an extension of the following.

Fig 3 shows the flow of signalling for gating initiation or termination.

The followings are the needed delay in the figure 3.

1. NBAP message (Radio Link Reconfiguration Prepare) transmission delay from RNC to Node B: (A)

2. Node B signalling response delay for Radio Link reconfiguration : (B)

3. NBAP message (Radio Link Reconfiguration Ready) transmission delay from Node B to RNC: (C)

4. SRNC Signalling Response Delay for Radio Link reconfiguration: (D)

5. NBAP message (RADIO LINK RECONFIGURATION COMMIT) transmission delay from RNC to Node B: (A)

6. RRC message (TRANSPORT CHANNEL RECONFIGURATION) transmission delay in DL: (E)

7. UE Signalling Response Delay for Transport channel Reconfiguration: (F)

8. RRC message (TRANSPORT CHANNEL RECONFIGURATION COMPLETE) transmission delay in UL: (G)


[image: image3.wmf]UE

Node B

S

RNC

RRC

RRC

8. 

DCCH:

 

Transport Channel

 

Reconfiguration

 Complete

 (G)

NBAP

NBAP

3

. Radio Link 

Reconfiguration Ready (C)

RRC

6. 

Transport

 

Channel Reconfiguration (E)

NBAP

NBAP

1.  Radio Link 

Reconfiguration Prepare (A)

NBAP

NBAP

5.  Radio Link 

Reconfiguration Commit (A)

RRC

2. Signalling

Response

Delay (B)

4. Signalling

Response

Delay (D)

7. Signalling

Response

Delay (F)


Figure 3. Signalling for gating initiation or terminatioin

The total needed delay to initiate/terminate gating is as follow;

Total delay = A + B + C + D + max(A and E + F) + G

In the LS from WG2[2], it was assume that 

A
= 14.2ms ~ 104.2ms

C 
= 27.2ms ~ 117.2ms

E 
= 49.2ms

G 
= 62.2ms

Basically, all the delay components are heavily implementation dependent. Here, the some boundary for each delay components is given.

· A : The NBAP message transmission delay is most heavily implementation dependent. In the LS from WG2 [1], the delay was assumed to be between 14.2ms and 104.2 ms based on TR 25.932. Here 14.2ms is calculated from 5ms Processing delay in SRNC, 0.2ms Switch/Cross-connect Node Delay on Iub, 7ms Multiplexing and De-multiplexing Delay and 2ms Processing delay in Node B. The delay components are obtained from the delay experienced by a User plane message when it is transmitted from SRNC to Node B. NBAP message from RNC to Node B can have different delay component from the above since it is transmitted over control plane in stead of user plane and they are heavily implementation dependent. In the LS from WG2 [1], it is assumed that additional delay will be needed for control plane transmission and it is assumed to be between 0ms and 90ms. 

· B : Node B signalling response delay is defined as the time from when Node B receives Prepare message from SRNC, until Node B successfully has performed actions according to the Prepare message and starts to transmit the Response message to SRNC. The Node internal processing delay is due mainly to SW processing and to information transfer inside nodes. This component has to be considered as the engineered capacity of the network nodes [7] and it is heavily implementation dependent. However, when Node B receives Prepare message, Node B can just prepare gating operation with the parameter given in the Prepare message and trigger the response NBAP message immediately since it is a very simple operation. Therefore, it is reasonable to assume that the response delay is less than 10ms.

· C : As the case of A, LS from WG2 [1] assumes that the NBAP message transmission delay from Node B to RNC is between 27.2ms and 117.2ms based on TR 25.932. The delay of a user plane message from UE to SRNC is approximated as 27.2ms in TR25.932. Since control plane can have more delay it is assumed that additional delay between 0ms and 90ms is needed for control plane transmission.

· D : SRNC signalling response delay is defined as the time from when SRNC receives the Prepare message from Node B, until SRNC starts to transmit the Commit message. When SRNC receives the Prepare message, SRNC can send the commit message immediately. Therefore it is reasonable to assume that the delay is less than 10ms.

· E : A RRC message transmission delay from SRNC to UE can be obtained from TR 25.932. It is 49.2ms[7].

· F : UE signalling response delay is defined as the time when UE receives RRC message for gating, until the UE successfully has performed actions according to the RRC message and UE starts to transmit the first TTI of the RRC response message[11]. According to [11], the delay for configuration of all radio bearers in one RRC message should be less than 50ms. 

· G : A RRC message transmission delay from UE to SRNC can be obtained from TR 25.932. It is 62.2ms[7].

Therefore, the total maximum delay can be calculated as 

Total maximum delay 

= A + B + C + D + max(A and E + F) + G 

= (14.2ms ~ 104.2ms) + 10ms + (27.2ms ~ 117.2ms) + 10ms + (99.2ms ~ 104.2) + 62.2ms 

= (222.8ms ~ 407.8ms).

3.2 Conclusion on signalling support for gating.

With the help of DCH+DSCH concept, several packet calls in one packet session can be transmitted during the same connection without connection release between them and without unnecessary usage of RACH between every packet call [4]. Inter packet call time (reading time) is usually assumed to be between 10 sec and 12 sec [3][8]. In that case, Tcr_dsch can be assumed to be larger than 12 sec and Tgat_on to be around 1 sec. Therefore when there is no data to be transmitted during some time period (Tgat_on), SRNC can determine initiation of gating using NBAP/RNSAP and RRC signalling procedure. After the reading time, when data have arrived at RLC buffer in SRNC, SRNC will terminate gating using the signalling procedure. 

The expected maximum delay for terminating gating is between 222.8ms and 407.8ms as discussed at the previous subsection. The delay will be heavily implementation dependent and therefore some system can give small delay while some system needs relatively large delay.  It should be a matter of operator’s choice based on their system capability whether gating will be used during the reading time. To obtain the gain from gating (e.g., terminal power saving, capacity increasing, etc. [3]), operator can choose to have some delay overhead for packet service. 

4. Using CELL_FACH compared to Gating
At the RAN2 meeting, there was some concern that instead of using gating, during the reading time UE can release the connection and moves to CELL_FACH. In that concern, it was assumed that the Tgat_on would be used for transition from CELL_DCH to CELL_FACH. If it is assumed that the reading time is 10 sec and Tgat_on is 1sec [3], SRNC would send NBAP/RNSAP and RRC message to Node B and UE for connection release when there is no data to be transmitted during the time period (Tgat_on). Actually, it means that Tcr_dsch will have the same length of Tgat_on. After the reading time, when data arrives at RLC buffer in SRNC, SRNC will send signalling messages to Node B and UE for transition from CELL_FACH to CELL_DCH. 

In this section, the signalling delay aspect is described when UE moves from in CELL_FACH to in CELL_DCH.

4.1 Delay for transition from CELL_FACH to CELL_DCH

Fig. 4 shows the flow of signalling for transition from CELL_FACH to CELL_DCH. 

The followings are the needed additional delay component in the figure 4 compared to the case of figure 3.

1. Node B signalling response delay for Radio Link reconfiguration : (B’)

2. ALCAP Iub Data Transport Bearer Setup delay: (K)

3. RRC message transmission delay from RNC to Node B: (E1)

4. FACH Scheduling time: (L) 

5. RRC message transmission delay from Node B to UE: (E2)

6. Uu Synchronization delay: (M)

7. User Plane Synchronization delay: (N)
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Figure 4. Signalling for transition from CELL_FACH to CELL_DCH

Basically, all the delay components are heavily implementation dependent. 

· B’ : Node B signalling response delay is defined as the time from when Node B receives the Radio Link Setup Request message from SRNC, until Node B successfully has performed actions according to the Request message and starts to transmit Radio Link Setup Response message to the SRNC. When Node B receives the Request message from SRNC, Node B should check its resource in order to allocate the resources (DCH and DSCH) which are requested by SRNC. When it is possible to allocate the resources, Node B sends Response message to SRNC. There is some possibility that the request is rejected. It is reasonable to assume that the delay B’ is larger than the delay B. Here assume B’=B+50ms = 70ms which is assumed in LS from WG2 [1].

· K : ALCAP Iub Data Transport Bearer Setup delay is the time for setting up the Iub Data transport bearer in user plane. It consists of several protocol steps, which requires some delay. Here assume that the ALCAP delay is between 41.4ms ~ 141.4ms since transmission of message is needed between RNC and Node B. Here 41.4ms comes from one way transmission delay From RNC to Node B plus one way transmission delay From Node B to RNC[7]. Since ALCAP also is not transmitted over User plane, the additional delay (0ms – 90ms) should be considered. In the LS from WG2, the ALCAP delay was not considered but it should be considered as additional delay for transition from CELL_DCH to CELL_FACH.
· E1 : RRC message transmission delay is the transmission delay from RNC to Node B.

· L : FACH Scheduling time is the delay in the Node B for scheduling the transmission of FACH data. Since the RRC message should be transmitted using the common channel (FACH), it can have additional delay for scheduling. In the LS from WG2, it was assumed that the scheduling delay has the range of 100ms [1].

· E2 : RRC message transmission delay is the transmission delay from Node B to UE. E1+E2 is the same as E.

· M : Uu Synchronization delay is the needed time for UE and Node B to get synchronization. In the LS from WG2, it was assumed that the delay is 150ms [1]. The Uu synchronization is described as UE signalling response delay which is defined as the time when UE receives RRC message for dedicated channel set-up, until the UE successfully has performed actions according to the RRC message and UE starts to transmit the first TTI of the RRC response message [11]. According to [11], the maximum delay for Establishment of new dedicated channel  is 140ms. Therefore it is better to assume that the Uu synchronization delay is 140ms rather than 150ms.

· N : User Plane Synchronization delay is required delay for Node B and SRNC to get the user plane synchronization[12]. For the synchronization, SRNC and Node B should exchange Control Frames, which requires additional delay. It can be assumed that the delay is 41.4ms which is sum of 14.2ms transmission delay from RNC to Node B and 27.2ms transmission delay from Node B to RNC. This delay was not considered in the LS from WG2.
Therefore the total needed maximum delay for transition from CELL_FACH to CELL_ DCH is as follow;

Total maximum delay 

= A + B’ + C + K + E1 + L + E2 + M + G + N

= (14.2ms ~ 104.2ms) + 70ms + (27.2ms ~ 117.2ms) + (41.4ms ~ 141.4ms) + 100ms + 49.2ms + 140ms + 62.2ms + 41.4ms

= (545.6ms ~ 825.6ms)
Compared to delay due to gating, it gives additional delay between 316.8ms and 417.8ms.

5. Conclusion

There has been long discussion on gating in WG1 and they concluded that gating is feasible and the gain (terminal power saving, and increased capacity for operators) from gating is desirable [3]. There has been also long discussion on signalling support for gating in WG3 from RAN3#10 [9] and finally agreed on RNSAP/NBAP support for gating [10].

Since gating is an optional feature, it is totally dependent on operator’s choice whether gating is used during reading time between packet call in order to obtain the gain using gating in spite of the overhead of signalling delay. In this contribution, it was pointed out that the signalling delay overhead is heavily implementation dependent and some system can have small signalling delay overhead.

At the RAN2 meeting, there has been some concern that instead of using gating, using CELL_FACH can give more terminal power saving gain. As described in this contribution, using CELL_FACH gives more delay on packet service than gating. Furthermore, it can be noted that using CELL_FACH gives overhead on common transport channel usage and needs more information bits in signalling message to set up each radio link, which gives much more signalling overhead [1]. Furthermore, using CELL_FACH gives possibility for the call to be rejected when it moves from CELL_FACH to CELL_DCH, which gives degradation in QoS for each UE. If there are several UEs which use CELL_FACH state for terminal power saving purpose, system should send signalling message to release and set up connection and SRNC should release and allocate resources too frequently, which gives too much overhead to system.

In this contribution, the case that Iur is needed was not considered. If Iur interface is also considered, the delay will be increased both the cases of gating and using CELL_FACH. Since switching from CELL_DCH to CELL_FACH needs SCCP connection set-up procedure, using CELL_FACH gives more delay components.

It is concluded that it is a totally matter of operator’s choice to apply gating operation and even to use CELL_FACH based on their system implementation capability. There is no reason not to allow operator to choose gating operation in order to obtain the gain such as terminal power saving and increased capacity.

6. Proposal
It is proposed that a response LS be sent to WG2 including the following comments for the LS from WG2 [1]:

WG2: RAN2 would like to ask RAN3 whether the delay value ranges of 14.2~104.2 ms for transferring message from RNC to Node B and 27.2~117.2 ms from Node B to RNC in the control plane are acceptable or not. If not acceptable, what values are reasonable for the control plane? 
RAN3 considers that most ranges of delay components are heavily implementation dependent. For the discussion on gating, it could be acceptable to gives additional delay to the transmission delay in control plane as between 0 and 90 ms. 

WG2: From the viewpoint of Iub/Iur, what overheads are additionally required for switching from CELL_FACH to CELL_DCH compared to Gating. In RAN WG2’s discussion, regarding delay, 50 ms of the processing delay for the reconfiguration of Node B and 100 ms of delay for the FACH scheduling were issued.

For the physical channel synchronization, which was assumed to have range of 150 ms in the LS, RAN3 considers that it is better to assume the physical channel synchronization having range of 140ms based on TS25.133. 

Besides the delay components which were listed in the LS, RAN3 considers that there are two more delay components should be considered in the case of using CELL_FACH. 

One is for ALCAP Iub Data Transport Bearer Setup delay and the other is for User Plane Synchronization delay. ALCAP Iub Data Transport Bearer Setup delay is the time for setting up the Iub Data transport bearer in user plane and it can be assumed that the ALCAP delay is between 41.4ms ~ 141.4ms since transmission of message is needed between RNC and Node B. User Plane Synchronization delay is required delay for Node B and SRNC to get the user plane synchronization. For the synchronization, SRNC and Node B should exchange Control Frames, which requires additional delay. It can be assume that the delay is 41.4ms.

RAN3 discussed on the issue of gating compared to using CELL_FACH and concluded that it is a totally matter of operator’s choice to apply gating operation and even to use CELL_FACH based on their system implementation capability. There is no reason not to allow operator to choose gating operation in order to obtain the gain such as terminal power saving and increased capacity..
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